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Abstract

Ad hoc routing technology has been developed primarily for networks of mobile nodes. The operational life

of untethered nodes will be limited by its power source, so ad hoc networks strongly depend on the efficient use

of their batteries. All the layers of communication are coupled in power consumption and solutions addressing the

power saving issue include transmission power control, power aware routing and low power modes at the physical

layer. At the network layer, routing protocols may balance power consumption at nodes according to their routing

decisions. Several authors have proposed power aware routing algorithms based on power cost functions. In this

work we present a performance comparison of the DSR (Dynamic Source Routing) and the OLSR (Optimized Link

State Routing) in terms of energy consumption. We evaluate how the different approaches affect the energy usage of

mobile devices. We found that a reactive protocol takes advantage of its routing policy when the traffic load is low.

However, at higher traffic rates, a proactive routing protocol can perform better with an appropriate refresh parameter.

In addition, we showed how, independently from the routing protocol selected, the overhearing activity can seriously

affect the performance since all the neighbours of a transmitting node also consume their energy. To the best of our

knowledge, this is the first simulation study addressing the power saving issue to extensively compare the DSR and

OLSR protocols under a wide variety of network scenarios.

I. INTRODUCTION

In the last few years, thanks to the proliferation of wireless devices, the use of mobile networks is growing

very fast. In particular, a very large number of recent studies focuses on Mobile Ad-hoc Networks, also

known as MANETs [1]. A MANET is a network without a fixed infrastructure, in which every node can act



as a router; this is required when the two end-points interchanging data are not directly within their radio

range. This kind of network, self-organizing and self-reconfiguring, is very useful when it is not econom-

ically practical or physically possible to provide a wired networking infrastructure (battlefield scenarios,

natural disasters, opportunistic networks etc.). Performance of a mobile ad hoc network depends heavily

on the selected routing scheme, and the traditional Internet routing protocols do not work efficiently in a

MANET. This kind of network, in fact, has a dynamic topology (every node can move randomly and the

radio propagation conditions change rapidly over the time) and a limited bandwidth (so that the control traf-

fic overhead must be reduced to the minimum) [2]. Developing routing protocols for MANETs has been an

extensive research area in recent years, and many proactive and reactive protocols have been proposed from

a variety of perspectives ([3]-[8]). These protocols try to satisfy various properties, like: distributed im-

plementation, efficient bandwidth utilization, throughput optimization, fast route convergence and freedom

from loops.

Since mobile hosts today are powered by battery, efficient utilization of battery energy is a key factor.

When a node exhausts its available energy, it ceases to function and the lack of mobile hosts can result in

partitioning of the network, thereby affecting the overall communication performance.

The key to energy efficiency in future wireless terminals will be at the higher levels: low-energy protocols,

energy-cognisant user interfaces, context dependent, and predictive shutdown management will be used to

reduce the computation done at the terminal. The networked operation of a wireless terminal opens up addi-

tional techniques for increasing energy efficiency. Each protocol layer can use its own power conservation

scheme. Electronically, we can turn off or slow down some devices (CPU, disk, antenna) when not needed,

or adjust transmission power according to the interference level. At the data-link layer, energy conservation

can be achieved using effective retransmission request schemes and powering off the nodes not participating

in a communication in order to avoid the overhearing problem. At the network layer, we can modify routing

metrics to prefer routes requiring lower levels of transmission power. These approaches can however affect

other classical metrics such as the end-to-end delay and throughput, but it is a must to extend the network’s

lifetime.

In this work we measure and compare the energy consumption behaviour of two routing protocols: the

Dynamic Source Routing (DSR) [9], which follows a reactive approach, and the Optimized Link State

Routing (OLSR) [10], which uses a proactive one. We pursue a double objective. Firstly, we want to

evaluate how different approaches affect the energy usage of mobile devices when using two of the most

promising routing protocols currently considered under IETF’s MANET working group [1]. In fact, among



the great variety of different proposals, DSR and OLSR have arrive to the RFC status. Secondly, we want

to check whether or not, under the IEEE 802.11 technology, some of the power aware routing proposals in

the literature could be efficiently utilized to extend the lifetime of nodes and connections. In fact, we believe

that, because of the overhearing and idle activity of a network interface card based on the current IEEE

802.11 technology, a majority of the proposed schemes not only are quite tricky to be implemented, but also

could not achieve their assumed benefits. The simulation results presented in this paper were obtained using

the ns-2 simulator [11], which is a discrete event, object oriented, simulator developed by the VINT project

research group at the University of California at Berkeley.

This paper is organized as follows. In Section II we give a brief description of the routing protocols we

compared, outlining their basic differences that could affect their energetic behavior. Section III describes the

simulation environment and the energy model we implemented. Section IV presents the obtained simulation

results and finally, some concluding remarks are made in Section V.

II. ROUTING PROTOCOLS FOR MANETS

In this section we briefly review the main concepts dealing with the two protocols we analyzed, the DSR,

and the OLSR respectively. This area is anyway a very dynamic one, and up-to-date information about the

status of this area can be found in the web site of IETF’s MANET group [1]. The MANET working group

proposes two kinds of routing protocols: reactive and proactive. A reactive (or on-demand) routing protocol

determines routes only when there is data to be sent. If a route is unknown the source node initiates a search

to find one, and it is primarily interested in finding any route to the destination, not necessarily the optimal

route. A proactive routing protocol, instead, attempts to continuously maintain routes to all destinations,

regardless of whether they are required or not. To support this behaviour, the routing protocol propagates

periodic information updates about network’s topology or connectivity throughout the network. With respect

to path selection, we can distinguish between source routing schemes, in which intermediate routers merely

act as store-and-forward devices, sending the packet to the next hop according to the route indicated on the

packet’s header, and non-source routing systems. In the latter ones routers determine the path throughout

the network based on their own calculations, assuming that hosts only have partial information about routes.

Such routing protocols can be based on a link-state or a distance-vector algorithm. Traditionally, in a link-

state algorithm each router floods routing information about the state of its own links to all nodes in the

network, thereby building a picture of the entire network on its routing tables. On the other hand, in a

distance-vector algorithm each router sends all (or a part) of its routing table only to its neighbors. From the



addressing point of view, we can have a hierarchical routing system (some routers form a sort of backbone)

or a flat address space (where all routers are peers of all others).

A. The DSR protocol

The Dynamic Source Routing protocol (DSR) is a reactive protocol which tries to reduce the overhead,

while providing a reliable routing sheme at the cost of not finding optimal routes. Mobile hosts don’t rely

on periodic messages, with a consequently energetic advantage in terms of battery consumption. DSR only

updates its routes when it needs to react to link failures on the routes being used. The protocol is based

on the use of two main mechanisms: Route Discovery and Route Maintenance, which work together to

allow nodes to discover and maintain routes to arbitrary destinations in the ad hoc network. The protocol

allows multiple routes to any destination and allows each sender to select and control the routes used when

performing routing decisions. The DSR protocol also includes a guaranteed loop-free routing and a very

rapid recovery when routes in the network change. The DSR protocol has been mainly designed for mobile

ad hoc networks of up to about two hundred nodes, and is designed to work well even at very high rates of

mobility.

B. The OLSR protocol

The Optimized Link State Routing (OLSR) proactive protocol is an optimization of the classical link

state algorithm, tailored to the requirements of a MANET. Because of their quick convergence, link state

algorithms are somewhat less prone to routing loops than distance vector algorithms, but they require more

CPU power and memory. Proactive protocols can be more expensive to implement and support but are

generally more scalable. The key concept used in OLSR is the multipoint relay (MPR). MPRs are selected

nodes which forward broadcast messages during the flooding process. This technique substantially reduces

the message overhead as compared to a classical flooding mechanism where every node retransmits each

message received. This way a mobile host can reduce battery consumption. In OLSR, link state information

is generated only by nodes elected as MPRs. An MPR node may choose to report only links between itself

and its MPR selectors. Hence, contrarily to the classical link state algorithm, partial link state information

is distributed in the network. This information is then used for route calculation. OLSR provides optimal

routes in terms of number of hops. The protocol is particularly suitable for large and dense networks as the

technique of MPRs works well in this scenarios.



III. SIMULATION SET-UP

The simulation results presented in this paper were obtained using the ns-2 simulator. ns-2 is a discrete

event, object oriented simulator developed by the VINT project research group at the University of California

at Berkeley. The simulator has been extended to include: node mobility, a realistic physical layer that

includes a radio propagation model, radio network interfaces and the IEEE 802.11 MAC protocol using

the Distributed Coordination Function (DCF). The radio propagation model includes collisions, propagation

delay and signal attenuation. In our experiments we have set a 54Mbps data rate, and a radio range of 250

meters.

A. Energy Consumption Model

A generic expression to calculate the energy required to transmit packet p is: E(p) = i ∗ v ∗ tp Joules,

where: i is the current consumption, v is the voltage used, and tp the time required to transmit the packet.

We suppose that all mobile devices are equipped with IEEE 802.11g network interface cards (NICs). The

energy consumption values were obtained by comparing commercial products with the experimental data

reported in [12].

The values used for the voltage and the packet transmission time were: v = 5V and tp = ( ph

6∗106 + pd

54∗106 )

s, where ph and pd are the packet header and payload size in bits, respectively. We calculated the energy

required to transmit and receive a packet p by using: Etx(p) = 280mA∗v ∗ tp and Erx(p) = 240mA∗v ∗ tp,

respectively. Since receiving a packet and just being idle, i.e., when simply powered on, are energetically

similar [12], we assumed Eidle(t) = 240mA ∗ v ∗ t, where t is the NIC idle time.

Moreover, we account for energy spent by nodes overhearing packets. As shown in [12], we assume

the energy consumption caused by overhearing data transmission is the same as that consumed by actually

receiving the packet.

For the purpose of evaluating the effect of overhearing, we modified the energy model to account not only

for the energy expenditure due to transmission and reception, but also for overhearing packet exchanges.

Thus, the total amount of energy, E(ni), consumed at a node ni is determined as:

E(ni) = Etx(ni) + Erx(ni) + Eo(ni), (1)

where Etx, Erx, and Eo denote the amount of energy expenditure by transmission, reception, and overhearing

of a packet, respectively. Notice that, as the average number of neighboring nodes affected by a transmission

increases, the network is more dense, and so Eq.(1) implies that the packet overhearing causes much more

energy consumption.



B. Methodology

To compare the DSR and the OLSR protocols, we simulated a dense wireless network, with 50 nodes

moving in a 870 × 870 m area (with a density of about 66 nodes/km2). Each node moves in this area

according to the random waypoint mobility model, with a speed of 5 m/s and no pause time. In terms of

traffic there are 12 CBR/UDP sources generating 20 packets/s, packet size is set to 512 bytes. The duration of

each simulation is 450 seconds, with a startup period during the first 15 seconds where no traffic is generated.

Due to the random nature of the mobility model we used, the results of each simulation were considered

as IID random variables (X1, X2, , Xn) with finite mean. We repeated the simulations, i.e., we varied to the

value of n, to obtain an estimation of with a 95 percent confidence interval, by using the following definition:

X(n)± tn−1,0.95

√
S2(n)

n
(2)

where tn−1,0.95 is the upper 0.95 critical point for Student’s t distribution with n-1 degrees of freedom,

X(n) is the sample mean and S2(n) is the sample variance.

We mainly analyzed the time when each node dies due to lack of remaining battery (i.e., expiration time

of nodes) as well as the lifetime of connection which captures the effects of disconnections due to lack of

possible routes (i.e., expiration time of connections). We also measured the average end-to-end delay per

packet, as well as the throughput. Finally, we also study how NIC activities contribute to the total energy

expenditure. For the purpose of investigating the effect of overhearing, and according to the energy model

described earlier, we modified the ns-2 energy model to allow measuring the battery energy consumed when

overhearing packet exchanges, as well as the energy due to the idle operation mode.

IV. PERFORMANCE STUDY

A. Idle Power and Overhearing influence

We first evaluate the influence of the Idle Power on the energetic consumption of mobile nodes. To do

that we assign different costs to the Idle state: zero, Erx

4
, Erx

2
, and Erx. All nodes have their initial energy

values randomly selected, but in a range that avoids nodes with extremely low levels of energy, which might

not even attempt to start communication.

Figure 1 shows the results obtained. We observe that, only in case of no idle power consumption, can we

clearly see the difference between the reactive an the proactive protocols being tested. In the other cases,



even with a low idle state energy consumption, all the nodes in the network tend to exhaust their battery

at about the same time (i.e. when idle power consumes all the device energy), no matter whether we are

evaluating DSR or OLSR.
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Fig. 1. Number of nodes alive vs time when varying idle power levels for the IEEE 802.11 techonolgy.

In addition, for the purpose of investigating the effect of overhearing, we modified the energy model to

allow the battery power to be consumed by overhearing packets in the wireless channel.

Figure 2 shows how many nodes have died over time due to lack of battery. We plot the results with

and without considering the effects of overhearing. We can definitely observe different results between two

cases. When we consider overhearing, all approaches behave similarly, because neighbors of a transmitting

node consume considerable part of their energy overhearing transmissions. Each node spends a very large

amount of energy to overhear packets addressed to other nodes.
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Fig. 2. Number of nodes alive vs time with (w) and without (w/o) considering overhearing.

We investigated the amount of energy consumed by participating nodes according to the network card

activities. We observe that overhearing consumes most of the energy (see Figure 3). This implies that some



techniques are required to reduce this energy expenditure by, for example, switching the network interface

cards into the sleep mode.

 0

 20

 40

 60

 80

 100

OLSR w/oDSR w/oOLSR wDSR w

E
ne

rg
y 

C
on

su
m

pt
io

n 
[%

]

Overhearing
Transmission

Reception

Fig. 3. Energy consumption (%) by type with (w) and without (w/o) considering overhearing.

As we can see in table I, the amount of energy spent in overhearing is larger than 90% for both protocols;

we find that it mostly depends on node density and transmission range.

TABLE I

PERCENTAGE OF ENERGY CONSUMPTION BY TYPE: TRANSMISSION (TX), RECEPTION (RX) AND OVERHEARING (OV).

DSR w/o OLSR w/o DSR w OLSR w

Tx 63.32 65.60 3.84 4.10

Rx 36.68 34.40 1.90 1.59

Ov 0.00 0.00 94.27 94.31

We conclude that the idle power and overhearing effects dominate the energy consumption in the simula-

tion of a dense network. Given this result, it seems that improvements should focus on devices’ hardware to

reduce the energy due to the idle state and to overhearing by, for example, switching the network interface

cards into the off state. Otherwise, with the current technology, no significant differences will appear with

respect to the energy consumption among reactive and proactive routing protocols.

We are well aware that IEEE 802.11 network interface cards, in the near future, could reduce the energy

consumption due to the idle state. Furthermore, they could also include new modes with low cost in terms

of energy consumption and transmission time, which could reduce the overhearing activities. So, in the next

sections, we consider an ideal futuristic NIC where the impact of the idle state is negligible, and concentrate

our study on the differences between reactive and proactive approaches. We make tests on two different



scenarios: a completely static environment and a dynamic one such as the one presented in Section III-B.

B. Static scenario

We first evaluate the behaviour of DSR and OLSR when all nodes maintain their initial positions through-

out the simulation. The network consist of 27 mobile nodes distributed over a 550 × 750 meters area (see

Figure 4). In this scenario, 12 sender nodes establish a CBR/UDP connection with 12 receivers; data is

relayed by three forwarding nodes situated in the center. Each CBR connection generates a constant bit rate

of 4 packets/second with a packet size of 512 bytes.
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Fig. 4. The static network scenario.

The sender nodes will mostly consume energy due to transmission activities. The receivers will spend

a larger amount of energy in receiving, while forwarders must perform both tasks, exhausting their energy

earlier. Figure 5 shows how many nodes have died over time due to lack of battery. As can be observed,

only the three forwarders nodes exhaust their battery. When using the OLSR protocol this situation happens

simultaneously, which indicates that it better distributes all the traffic among the forwarding nodes. In DSR

there is a gap of about 15 seconds between the forwarders’ battery exhaustion.

Figure 6 shows the fair behavior of OLSR; notice that all the connections expire at about the same time.

When using the DSR protocol there is a small gap between expiration times. Even though the proactive
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Fig. 5. Number of nodes alive vs time in a static scenario.

protocol spends energy to build and update routing tables during the setup period (the first 15 seconds of

simulation), it is able to maintain the connections alive for about the same time as the DSR protocol.
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Fig. 6. Connections expiration in a static scenario.

Table II summarizes the performance of the protocols in the static scenario.

As for the end-to-end delay, it remains about 20% lower when using the OLSR protocol because the

reactive DSR protocol must initially spend some time to find the path to the destination. With respect to the

overhead, obviously it is higher when using the proactive approach. Finally, with respect to the data packet

delivery ratio, the obtained results are almost the same independently of the selected protocol. The early

exhaustion of the forwarding nodes’ battery implies a network partition which seriously affects the packet

delivery ratio. However, Figure 7 shows that the throughput was maintained just until the network partition

occurs.



DSR OLSR

Data packet

delivery ratio (%) 28.71 27.32

End-to-end delay (ms) 3.31 2.63

Overhead

(%bytes) 0.34 12.09

TABLE II

DSR - OLSR PERFORMANCE EVALUATION IN A STATIC SCENARIO.
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Fig. 7. Throughput vs time for the static scenario.

C. Dynamic scenario

We now evaluate the impact of node mobility on performance. We simulated the DSR and the OLSR

protocols in the dynamic scenario described in Section III-B, and using the minimum hop count routing

policy. Figure 8 shows the expiration time of nodes. We can observe how the DSR takes advantage from its

reactive nature. During the first 15 seconds of simulation, while OLSR spends energy to update the network

topology, DSR does not generate any packets. With respect to the lifetime of connections (see Figure 9) the

response of OLSR and DSR is very similar, though obviously shifted since the proactive protocol starts its

periodic exchange of message at the beginning of the simulation (15 seconds earlier).

Notice that, when compared to the static network, the lifetime of connections significantly increases.

For the static network, some connections cannot progress when network partitioning occurs. However, for

dynamic scenarios, node mobility favours the appearance of new paths after network partitioning disappears.

Table III summarizes the performance of the protocols in the dynamic scenario.
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As expected, the DSR protocol performs better in terms of packet delivery ratio, end-to-end delay and

routing overhead. The improvements in terms of routing overhead are expected since we are comparing

reactive vs. proactive approaches. In terms of end-to-end delay notice that, with respect to the static scenario,

we now have longer routes (on average). Finally, concerning the packet delivery ratio, Figure 10 shows

detailed results for throughput variations throughout time. Before to the expiration of connections, DSR has

a very stable throughput, while the one offered by the OLSR varies a lot. In a dynamic scenario, the reactive

nature of the DSR protocol allows it to rapidly reacts to path changes. When using the OLSR protocol,

node mobility leads to frequent packet losses. This effect could be reduced by updating the routing tables of

OLSR more frequently, but this could lead to very high values of routing overhead.



TABLE III

DSR - OLSR PERFORMANCE EVALUATION IN A DYNAMIC SCENARIO.

DSR OLSR

Packet delivery ratio (%) 92.68 71.15

End-to-end delay (ms) 12.23 13.54

Normalized routing overhead (%bytes) 0.86 14.77
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Fig. 10. Throughput vs time in a dynamic scenario.

V. CONCLUSIONS

In this work we analyze the energy consumption behaviour of the Dynamic Source Routing protocol and

the Optimized Link State Routing protocol. We evaluate how different models for power consumption affect

the energy usage of mobile devices. We found that a reactive protocol takes advantage from its routing

policy when the traffic load is low. However, at higher traffic rates, a proactive routing protocol can perform

well with an appropriate refresh parameter.

Extensive simulations under different MANET scenarios showed the importance of considering the over-

hearing and the idle mode as part of the energy model. We observe that, with the current technology, the

idle power and overhearing effects dominate the energy consumption, and so new techniques should be

investigated to reduce the energy consumption during idle periods due to overhearing.

The obtained results induce us to believe that some of the solutions found in the literature based on power-

aware route selection metrics can not achieve their assumed benefits using real hardware. Future work will

focus on new approaches to extend the lifetime of both nodes and connections by combining the sleeping

mode with new power-aware mechanisms.
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