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useful when it is not economically practical or pioally
ABSTRACT possible to provide a wired networking infrastruetu
(battlefield scenarios, natural disasters, etc.).

Mobile ad-hoc networks are one of the most acti(-;éarformance of a mobile ad hoc network dependsilgeav

. . . : the selected routing scheme, and the traditional
research areas in the wireless communications .fler

: : nternet routing protocols do not work efficiently a
These networks do not need any fixed infrastructure - ) .
configuration, easily adapting to difficult scenasi and MANET. This kind of network, in fact, has a dynamic

types of use. Since mobile nodes are often po eatopology'(every n_qde can move ra}ndomly and 'gheoradi
Ii):wrw)ited batteries, energy is an important issuMEN\I/\Et?{s propagation conditions change rapidly over the Jienl

: L a limited bandwidth (so that the control trafficeohead
ﬁg‘t(\:,\?oite lack of a node can lead to the partitignof the must be reduced to the minimum) [7]. Developing

. : . routing protocols for MANETs has been an extensive
Recently, many different strategies have been gegm research area in recent vears. and manv proactide a
order to optimize the energy consumption and pm@lon y ' yp

the mobile network lifetime, especially at the nogt reactive protocols have been proposed from a yaoiet
- » €SP y at the my perspectives, trying to satisfy various propertikdse:
layer. These policies use energy-aware metricseausof distributed  implementation efficient  bandwidth
minimum-hop routing, to achieve this goal. Howefemy = ="~ TR
papers consider a proactive protocol (like OLSR) tlllf/i?(gjgﬁce g‘;gﬂgggﬁém ffé)rtrl]r?cl)zc)?lson’ fast  route
better manage th? energy consumption. OLS.R bres #ce mobile hosts today are pdwered by battery,
;heeivsg:{(a?;a%e \?;:m(llr?gr? ,:i?#ée tt)ﬁ;vr\:ﬁgntéwgtsnm:g:ﬂ efficient utilization of battery energy is a keycfar.
scheme. but it car)\/ex end a Io't of resources § p! tHe When a node exhausts its available energy, it seise
MultiPoi’nt Relavs (MpPRs) and exchanaing To OIOfunction and the lack of mobile hosts can result in
Control informati>(/)n ging ‘op %rtitioning of the network, thereby affecting theerall
In this paper, we analize the behavior of differenérgy- communication performance.

aware routing metrics applied to OLSR protocolpider In this work we measure and compare the energy

. . . : . nsumption behaviour of the Optimized Link State
to verify their effectiveness in reducing ener . . )
consumption and prolonging network lifetime ﬁnyé)utlng (OLSR) protocol [4], which uses a proactive

combination with such a proactive routing protocdle approach. OLSR is an interesting issue, as it &airthe

find that MDR routing strategy is the better way t\r(}i)/utlng proposals for MANETS arrived to the RFCussa

. . e want to check whether or not, using OLSR prdtoco
calculate paths between nodes in a network accgrthn '
energy-saving needs, although this metric can lsavae under the ".EEE 802.11 technology, Some of the power
. . aware routing proposals in the literature could be
drawback in the total amount of energy consumeithén

: : efficiently utilized to extend the lifetime of nosleand
network. We already tested as an hybrid approaiie (| . .
CMDR) can mitigate this drawback. connections. In fact, we believe that, becausehef t

. overhearing and idle activity of a network intedacard
Index Terms - energy, OLSR, MANET, routing based on the current IEEE 802.11 technology, anihajo
of the proposed schemes not only are quite trickipe
implemented, but also could not achieve their agsum
benefits. The simulation results presented in gaper
were obtained using the ns-2 simulator [2], whishai
discrete event, object oriented, simulator developg

1. INTRODUCTION

In the last few years, thanks to the proliferatioh

wireless devices, the use of mobile networks isvgrg : . ;

very fast. In particular, a very large number ofemt g]:lif\é:wi-; aﬁrgj:rcl;telrs;earch group at the Universify o
stuﬁ/lleAstggusis OAnMMA?\tl)IIE? Ad-hoctNet\livor}:ﬁ, a:sovlll_vmo The rest of this paper is organized as followséation 2

?‘S]; A tS[ ] hich |san(?jwor Wi tou ?a'xedthe mechanisms behind OLSR routing protocol are
Infrastructure, n which €very node can act as e explained, in section 3 the main energy-aware mguti
this is required when the two end-points interchmg metrics are presented, section 4 depicts some

data are not dlrectly V.V'thm their radio ran'ge.'s'l'hlnq of improvements in energy-aware metrics and mechanisms
network, self-organizing and self-reconfiguring, viery
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that can be adopted in OLSR protocol, in sectiathés protocol. Here a brief description of the most val

results of simulations of different scenarios aneven. energy-aware routing metrics proposed is given.

Finally, some conclusions are drawn. The MTPR (Minimum Total Transmission Power
Routing, [7]) mechanism uses a simple energy metric
represented by the total energy consumed to fortveed

2. OLSR (OPTIMIZED LINK STATE information along the route. This way, MTPR reduttes
ROUTING) PROTOCOL overall transmission power consumed per packet,itbut
does not affect directly the lifetime of each ngblecause

The Optimized Link State Routing (OLSR) protocohis it does not take account of the available energy of

optimization of the classical link state algorithaalapted network nodes). Notice that, in a fixed transmissio

to the requirements of a MANET ([4]). Because afith power context, this metric corresponds to a ShbRath
quick convergence, link state algorithms are sonagwkouting.

less prone to routing loops than distance vecicet c;(t) be the battery capacity of nodgat time t. We

algorithms, but they require more CPU power amtgfinef;(t) as a battery cost function of nonle The less

memory. They can be more expensive to implement ax@pacity a node has, the more reluctant it is tovdod
support and are generally more scalable. OLSR tgmrgackets; the proposed valu€;i&) = 1/c;(t). The metric

in a hierarchical way (minimizing the organizatiand that minimizes this function to forward a packetaled

supporting high traffic rates). The key conceptduge MBCR (Minimum Battery Cost Routing, [7]).

OLSR is that of multipoint relays (MPRs, Fig.1). R® If only the summation of battery costs on a roue i

are selected nodes which forward broadcast messagessidered, a route containing nodes with litti@aing

during the flooding process. This technique suliithyr battery capacity may still be selected. MMBCR (Min-
reduces the message overhead as compared to iaatladdax Battery Cost Routing, [7]), defines the routstcas:
flooding mechanism (where every node retransmith e®(r,) = maxyn,er; fi(£). The desired route, is obtained

message received). This way a mobile host can eedyg thatR (r,) = minWjEnR(rj), wherer, is the set of all

ggﬁ:;gtggn;ﬂ;n Egonnddlgs?all_esclt?éJlgz agt;slngonrr&a;lg nggssible routes. Because MMBCR considers the weakes

may choose to report only links between itself dsd and crucial node over the path, a route with thst be

MPR selectors. Hence, contrarily to the classioak | conditionhamohng pe:ths idmpacted by each crucial node
o . . : . . th is selected.

state algorithm, partial link state information i ver each path | e

distributed in the network. This information is thased toMgle?grqmmzmﬁyl(acr:ign?gg?:zlacwMtl)?:e ?vliée[g])h/?'}tggpfn d

for route calculation. OLSR provides optimal roufes MMBCR, using the former as long as all nodes ioute

terms of number of hops). The protocol is partidyla - -
suitable for large and dense networks as the tqubrof have sufficient remaining energy _(ove_r a threshal)
the latter when all routes to destination haveeast a

MPRs works well in this context. node with less energy than the threshold.
@ Power saving mechanisms based only on the remaining
@) @ power cannot be used to establish the best roteeba
C&/ Multi point source and destination nodes. If a node is willing
\\O Baliive accept all route requests only because it curremily
) enough residual battery capacity, too much trdffiad
/ will be injected through that node. In this sentes

—~ ; actual drain rate of power consumption of the naile
r tend to be high, resulting in an unfair sharp réidacof

N battery power. To address the above problem, the
Minimum Drain Rate (MDR) [10] mechanism can be
utilized with a cost function that takes into accbthe
drain rate index (DR) and the residual battery powe
(RBP) to measure the energy dissipation rate iiveng

Figure 1. MPR election in OLSR protocol. node. In this mechanism, the ralR®&P;/DR;, at noden;,
indicates when the remaining battery of nadewill be
exhausted, i.e., how long nodge can keep up with

3. RELATED WORKS: ENERGY-AWARE routing operations with current traffic conditionEhe

ROUTING METRICS corresponding cost function can be defined @s=
RBP;/DR;. Therefore, the maximum lifetime of a given

In recent years a number of power-aware mechanigpashr, is determined by the minimum value @f over

have been proposed at the network layer (like [8, 81- the path. Finally, the MDR mechanism is based on

13]), particularly for DSR (Dynamic Source Routif¥d) selecting the route,, contained in the set of all possible

@)

~



routesr, between the source and the destination , having 5. SIMULATIONS

the highest maximum lifetime value.
In this section the energy consumption model adhpte
the simulation parameters applied and simulaticuolte

4. ENERGY-AWARE IMPROVEMENTSFOR are illustrated.

OLSR PROTOCOL _

A. Energy Consumption Model
MDR suffers from the same problem as MMBCR . . .
ignoring the total transmission power consumed by assume all mqblle nodes to be_ equipped with IEEE
single path: this way, it could even lead to a b'rgh8 2.11g network interface card, W|th_ data ratesbéf
overall energy consumption in the network. To preve“1PPS. The energy needed to transmit a pagkébm
this issue, MDR can be introduced in a hybrid vasya M0d€ni ISt Erx(p,ni) = i-v-t, Joules, where is the
Conditional MDR (CMDR): as far as all nodes in atep current (in Ampere)y the voltage (in Volt), and, the
have sufficient remaining lifetime (over a threshjpla time taken to transmit the packet(in seconds). In our
simple MTPR approach is used. In this work, ttfmulations, the voltage is chosen as 5 V and we
advantages and the drawbacks of using conditioaasume that the packet transmission tignes calculated
approach in MDR metric will be shown. by (pr/(6 - 10%) + p, /(54 - 10°)) seconds, wherg, is
Another energy-aware improvement can be led to OL8# packet header size in bits andthe payload size. As
protocol by the introduction of a more accurate vy shown in [3], we assume the energy consumptionechus
calculating the willingness of nodes. In OLSR, thisy overhearing a packet is the same as the energy
parameter is defined as the willingness of a nedbet consumed by actually receiving the packet. The gsner
selected as a MPR by its neighbors. In the defasllp,n,) consumed to transmit a packet from nageto
implementation of OLSR protocol, every node dedaraoden,, is given by:
to its neighbors the same willingness (a value mhme
WILL_DEFAULT): this way each node has the same E(p,n,) = E.,(p,ng) + Ex(p,np) + (N—=1) (1)
probability to be selected as a MPR by its neigbpand - Ey(p,my)
the selection is performed only according to theitmn
of nodes. An energy-aware selection of willingneas where E.., E.., and E, denote the amount of energy
introduce an improvement in MPR selection, aIIowirgpent to transmit the packet from nodg to receive the
the nodes to declare a willingness value of WILLGHI packet at noden, and to overhear the packet,
(meaning an high willingness to act as a MPR fer Hespectively. N represents the average number of
neighbors) or WILL_LOW (to signal a low willingness neighbouring nodes affected by a transmission fnoate
forward neighbor’s data). This way, a node can gkats ,__ Equation 1 implies that when the network is dense

probability to be selected by its neighbors as aRMmacket overhearing causes more energy consumption.
according to its own energy status. In this work, a

heuristic for the Energy-Aware Willingness Selestiog  sjmulation Parameters
(EA-Willingness) is adopted, according to the faling

pseudo-code: We evaluated OLSR protocol energy behavior in two
__ _ different scenarios, using the ns-2 network sinaulat
EA-Willingness heuristic _ The first scenario is a fixed network composed bf 2
g"“b' e battery=ACTUAL_ENERGY/ | NI'TI AL_ENERGY; equi-spaced nodes (Fig.2). In this network, thereniy a
ouble lifeti me=65535; . .
if(drain_rate()!=0.0) CBR/UDP connection, betv_veen .nodes 7 a}nd 13. This wa
|i feti me=ACTUAL_ENERGY/ drai n_rate(); we could simulate a case in which a routing prdtbes
Wi | I'ingness()=W LL_DEFAULT; to choose between a shortest path (containing nibdés

if(lifetime<10.0)

Willingness()=wWLL LOW will experience the heaviest traffic load) and some

el sef alternative paths (longer, but with better energyfife).

if(battery<0.1 & |ifetime<100.0) Energy-aware routing could split the consumption
W | I'ingness()=WLL_LOW between nodes, preserving the central ones froeadnp
else if(battery>0.1 & lifetinme>100.0) shut-down.

willingness()=WLL_H CH




All used simulation parameters are listed in Tddzbw:

Table 1. Simulations parameters.

""" @9 @) —@— Modulation QPSK
Area 870m x 870m
Nodes 50
Nodes speed 0 m/s
OO~ Simuiaton Time | 380
Traffic Sources 12
Traffic Type CBR/UDP
@ _____ @ _____ @ _____ @ _____ @ _____ @ _____ @ Packet Size 512 bytes
Start of Traffic 30s
End of Traffic 350 s
) . Transmission Power 1.4W
Figure 2. Fixed network. Reception Power 10W
Then, we simulated a dense wireless network, with 5 ldle Power 00w

static nodes randomly positioned in a 870x870 na are

(with a density of about 66 nodes/RmBetween mobile _ _

hosts there are 12 CBR/UDP sources generating @0 Simulation Results

packets/second (with a packet size of 512 bytebe T _ _

duration of each simulation is 380 seconds (witemp N the following subsections, the results of our
time at the beginning, without traffic). simulations are presented.

ns-2 simulator allows to extract from a simulation man o

interesting parameters, like throughput, data mc;e/glepower and over hearing influence

delivery ratio, end-to-end delay and overhead. @weh _ o
detailed energy-related information over a simafative [N this work, the energy spent by the nodes inithe
modified the ns-2 code to obtain the amount of gneState (when a node is neither transmitting nor iveug
consumed over time by type (energy spent ¢lata) and in overhearing (Whgn a n.ode is in thgaorad
transmitting, receiving, overhearing or in idletejaThis range of another one transmitting unicast data tioird
way, detailed information about energy consumptid9de. see [3]) are neglected. The rationale fas s
during simulation could be obtained. These dataewdhat these types of energy consumption are sulitgnt
used to evaluate the protocol from the energetiotpef independent from the routing protocol used. Morecae
view: different parameters were adopted to compiage Was demonstrated in [14-15], these two types of
energy performance of various solutions (in ternis gPnsumption are very relevant. In order to constter
metrics and mechanisms). These parameters @P€rgy impact of the metrics analysed, we decided t
explained in the following: ignore idle ar_1d ovc_erhearlng energy consumptionhmm t
Number of Alive Nodes vs Time: this parameter showsSubsequent simulations.

the lifetime of nodes, plotting the expiration timeeach

one; Fixed scenario
Connections Duration: this parameter illustrates the _ _ _ _
lifetimes of the connections in the network: The simulations of the fixed scenario showed the

Average Nodes Residual Energy vs Time: this parameter effectiveness of energy-aware metrics in selecpaths
shows the behavior of average energy consumptien cRcross the nodes in the network that are not
time in the network (total residual energy [J)/neniof €xperimenting heavy traffic load. This behaviour
nodes); produces better results in terms of nodes lifetime,
Average Number of MPRs per Node vs Time: this especially if used in association with the EA-Wigness
parameter represents the average number of MPRsp@ghanism, as shown in Fig. 3.

node in the network, over the time;

Spatial Distribution of Nodes Residual Energy: this plot

illustrates graphically how the residual energy is

distributed among the nodes in the network at tice &

the simulation.



EE-OLSR
21 T

fsr+eoml ‘ Residual Energy [J] ‘
olsr+ea-will —--x-—- esidual Energy
mdr+ea-will ---x--- MTPR
mdr. —-&— 500 : 2
20 n emdr ——#— -
o cmdr+ea-will -—-o--
1.8
RN I 400 |- 1E 16
g 19 e e
2 R 14
H e
g T wr 1B 12
< 18 Ty - |
4 E 1
2 > 200 | i
g 0.8
Z 7t e ’

| o0 o]

| | 1 1 1 1 1
0
0 200 400 800 800 1000 1200 1400

15 L L L L L L L L !
280 290 300 310 320 330 340 350 360 370
Time [s] x[m]

Figure 3 — Number of alive Nodes vs Time, withdfixe
scenario

Figure 5 — Spatial distribution of energy consurapfi

On the other hand, if we consider the average weakid with fixed scenario and MTPR metric.

energy of the network over time (Fig. 4), we camiago

how the energy-aware metrics lead to an higheraaeer MDR ea-wil ResidualEnergy[J]‘
consumption than MTPR. We can also notice how the = ‘ ‘ 2
conditional metric, that uses an hybrid approadd D& 18
uses MTPR metric as far as the network is enewitic 40 |- 1k 16
good), can mitigate this effect. 14
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Figure 6 — Spatial distribution of energy consurapfi
1 with fixed scenario and MDR metric.

1 ‘ ‘ ‘ ‘ ‘ ‘ ‘ From these figures, we can see how MTPR metric
0 5 o 10 2200 20 %0 33 a0 jgnores the nodes that are not in a shortest pathd

Time [s]

Figure 4 — Average nodes Energy (in Joules) vs J—imedestination, while MDR can distribute the packdsoa
with fixed scenario among some of these nodes.
Fig. 7 shows the previous data with histograms way

Figures 5 and 6 show the distribution of energzge can illustrate the ability of energy-aware nuetrof
consumption in the space for the opposite metrichiStributing the consumption among a larger nuntfer
MTPR, that prefers shortest paths, and MDR, thecse N0des in the network.
paths considering the energy drain rate of nodég T
residual energy of the nodes in the network isesgnted
by their colour: the darkest ones have less enéigy
values in the right-side legend are in Joules).
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Figure 7 — Distribution of energy consumption, witted
scenario, depicted by means of histograms.
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Table 2 shows a performance comparison of differénigure 8 — Average node energy (in Joules), withiam

metrics in this scenario.

Table 2. Performance comparison,with fixed scenario

scenario.

In Fig. 9, on the other hand, we can notice how Vil

OLSR | MDR+ | CMDR+ CMDR can improve the performance of OLSR classical
EA-Will | EA-Will i i i iati - )
Averags E2E Dalay ] Teb T3 Tee Metric only if used in association with the EA
_ 1 Willingness.

Normalized Control Protocol 30.64 33.16 34.63

Overhead [% bytes] 52 P —

Data Packet Delivery Ratio [%)] 95.86 97.27 9791 ea;m': T

Average node lifetime [s] 365.86  377.04 377002 0l mdrreawill = |

Average final energy [J] 1.26 1.1p 1.25 omdrtea-wil -~

X
L, Bk
: 3
Random scenario 2 e
The simulations of a random dense scenario, widginger 3
number of connections between nodes, confirms tge
effectiveness of energy aware metrics, at the obst “r
larger average energy consumption. As shown in &ig.
in facts, MDR leads to a lower average energy ,|
consumption at the end of simulation, with respect
classical OLSR metric, but using a conditional appgh
(and the EA-Willingness selection) good results ban % 20 20 20 0 w0 2 0 0
easily obtained. ) _ Times] ) ]
Figure 9 — Number of alive nodes vs Time, with cand
scenario.

Fig. 10 represents the number of MPRs per nodénglur
the simulation, with different routing metrics: shows
how energy-aware metrics maintain higher the nurober
MPRs during the simulation, letting the protocoktlect
paths among a larger number of nodes.



battery conditions. Moreover, we demonstrated the

olsr

il —— benefits of the association of an energy-aware
omdrea-wil mechanisms, such as the EA-Willingness settingh¢o

45 - 1 . . .
energy aware-metrics. This solution leads to arclea

improvement of the energy behavior in a mobile oeky

4t 1 without affecting the other performance parameters.

In future works, the benefits of the energy-awamdrios

i and mechanisms could be tested over a larger set of
scenarios, in order to validate their effectivenasd to
optimize the tuning of their parameters in everggilole

- scenario.

35
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